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AI for Precision 
Oncology
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Project Aim
• The aim of my project is to create a Machine Learning 

(ML) model that can predict a patient’s 
Immunotherapy response using transcriptomic data.
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Cancer

What is cancer?

https://www.cancer.gov/about-cancer/understanding/what-is-cancer
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Cancer 
Immunotherapy

Immunotherapy leverages the 
body’s immune system to combat 
cancer.
Immune Checkpoint Inhibitors
• Anti-PD1

• Pembrolizumab (Keytruda)
• Nivolumab (Opdivo)

[1]
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Cancer 
Immunotherapy

• Anti-CTLA-4
• Tremelimumab
• ipilimumab

[1]
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The problem
20-40% of patients [2]. On average, price patient annually 
is $150,000 in the USA 

Side effects of Immunotherapy can be; diarrhoea, fatigue, 
nausea or even an autoimmune response.

Time waste and disease progression.
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The Current Solution

• Precision Oncology: Utilises genetic profiling and biomarkers to 
customise treatments for individuals.

• Current Biomarker in Clinical Practice: Tumour mutational burden, 
PD-L1 expression, etc. 

• Limitations:
• Costly 
• Results different across labs



The Proposed 
Solution

Combine ML with precision 
oncology and train ML models on 
pre-treatment gene expression data 
from next-generation sequencing 
to predict patient outcomes.

8

[3]
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Transcriptomics
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Biomarker
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Machine Learning Pipeline
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Machine 
Learnin

g 
Pipeline: 

Data

• Transcriptomic data from pre-
treatment tumour biopsies and 
blood samples.

• Collected through extensive 
literature reviews, public 
databases, and clinical trials.

• The pre-treatment tumour provides 
a baseline of the patient’s disease 
before treatment.
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Characteristics I01 (N = 119) I14 (N = 56) I09 (N = 41) I15 (N = 28)
Studies cohort Liu D, 2019 Riaz N, 2017 Glide TN, 2019 Hugo W, 2016
Data source dbGaP (accession 

number 
phs000452.v3.p1)

GSE91061 ENA: 
PRJEB23709

GSE78220

Cancer type Melanoma: 121 
(100%)

Melanoma: 56 
(100%)

Melanoma: 41 
(100%)

Melanoma: 28 
(100%)

Anti-PD1 
received for 
Melanoma Cancer

Nivolumab or 
Pembrolizumab (not 

identified in each 
patient)

Nivolumab: 56 
(100%)

Nivolumab: 9 
(22%)

Pembrolizumab
: 32 (78%)

Pembrolizumab
: 28 (100%)

Number of 
genes in 
common

7440 7440 7440 7440

Drug response 
(RECIST)

       

CR   (4) 16 (13%) 3 (5%) 4 (10%) 5 (18%)
PR   (3) 31 (26%) 8 (14%) 15 (36%) 10 (36%)
SD   (2) 16 (13%) 19 (34%) 6 (15%) 0 (0%)
PD   (1) 57 (47%) 26 (46%) 16 (39%) 13 (46%)
Drug response        
Responder 
(CR/PR)

47 (39%) 11 (20%) 19 (46%) 15 (54%)

Non-responder 
(SD/PD)

72 (61%) 45 (80%) 22 (54%) 13 (46%)

Biopsy Data
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Machine 
Learning 
Pipeline: 
Data



Machine Learning 
Pipeline: Data 
Preprocessing

15



Z - score Normalization

• The purpose of Z-score normalization is to 
scale and centre the data such that it has 
a mean of zero and a standard deviation 
of one. 

• This makes it easier to compare data that 
are on different scales or have different 
units.

16
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Handling Imbalanced Datasets

• Re-sampling techniques
• Oversampling
• Under-sampling

[8]



Machine Learning 
Pipeline: Model 

Training
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Machine Learning Pipeline: 
Model Training and 
Evaluation

Nested k Fold Cross Validation
• Hyperparameter tuning
• Feature selection

Evaluation Metrics
• Model selection 
• MCC – Matthews Correlation 

Coefficient
• ROC – Receiver Operating 

Characteristic 

[3]
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Hyperparameter tuning

[8]
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Feature Selection

• ANOVA
• Lasso, L1 regularisation
• Mutual Info

[8]
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ANOVA
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Mutual
Info
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Lasso, L1 regularisation
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Algorithms

• Support Vector Machine
• Logistic Regression
• Extreme Gradient Boost
• Random Forest
• Classification and Regression 

Trees

[8]
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Support Vector Machine

[8]
• Hyper Parameters: C, kernel
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Logistic Regression

• Hyper Parameters: C, penalty 
[8]
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Classification and Regression 
Trees

[8]
• Hyper Parameters:  max depth, min sample 

split
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Random Forest

[8]
• Hyper Parameters: n estimator, max depth 
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Extreme Gradient Boost

• Hyper Parameters: n estimators, learning rate, max depth  
[8]
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Binary Feature Selection Mask Across Methods (1 = Selected)
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Evaluation Metrics

[8]
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I09 Dataset: Results (MCC)



Test on I15 
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CV MCC
Test 
MCC

LR+LASSO 0.690228055-0.13092
SVM+LASSO 0.671850832 0.005



THANK YOU! 
QUESTIONS
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I01 Dataset Feature ICE Plot (Individual Conditional Expectation Plot) 
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What is transcriptomics
Transcriptomics is the study of the complete set of RNA 
transcripts produced by the genome in a specific cell, tissue, 
or organism.

TPM – Transcripts per Kilobase Million 
Normalize for gene length first, and then normalize for 
sequencing depth second
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