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Plan of the talk

• Universal algebra basics 

• Lawvere and cartesian categories


• Props, string diagrams and Fox’s theorem 


• Partial Lawvere theories 


• Variety theorem and ongoing and future work



Theory of Commutative Monoids
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:4 Anon.

Fox’s theorem is to cartesian categories. In S4 we propose our original de�nitions: partial Lawvere
theories and their varieties. Next, S5 is devoted to the associated notion of partial equational theory,
and several examples, continued in S6 with multi-sorted examples. Our variety theorem is in S7
where we also treat other semantic aspects, e.g. the existence of free models.

2 BACKGROUNDMATERIAL
2.1 Overview of classical universal algebra
Universal algebra is the study of equational theories and of their semantics, varieties. In this section
we recall the basic concepts and de�nitions.

De�nition 2.1. An signature is a pair (�,�) where � is a set and � a function � ! N that assigns
to every element t : � a natural number �(n) : N called the arity of the function symbol t .

Notation 2.2. The arity “slices” the set � of function symbols. The slice �n ✓ � contains operations
of arity n, and t : �n is a synonym for “t is a n-ary operation”. We will sometimes write tn for a
generic element of �n . We shall refer to the signature as just � if the arity function is understood
from the context. For example the signature �M of monoids is {m, e}, with �(m) = 2 and �(e) = 0.
De�nition 2.3. An �-algebra is a pair (A, J�KA) where A is a set and J�KA is
a function sending function symbols t : �n to functions JtKA : An ! A. The
function JtKA is called then-ary operation onA associated to the function symbol
t : �n . We refer toA as the carrier of the �-algebra. A �-algebra homomorphism
from (A, J�KA) to (B, J�KB ) is a function f : A ! B that respects the � structure:
i.e. for every n 2 N and tn : �n , the diagram on the right commutes:

An

JtnKA
✏✏

f n // Bn

JtnKB
✏✏

A
f
// B .

Remark 2.4. �-algebras and their homomorphisms de�ne a category V�.

Of course, an algebraic structure isn’t just about operations, but also about properties enjoyed by
those operations. To express this we �rst need the notion of term. Fixing a signature �, we recall
the usual recursive construction of the set of terms TV

� , for some set of variables V :

T
V
� ::= V | t0 | t1(TV

� ) | t2(TV
� ,T

V
� ) | . . . | tn(TV

� , . . . ,T
V
� ) | . . .

In the above, each ti ranges over the function symbols in �i . For any V , TV
� carries a canonical

�-algebra structure: JtK(t1, t2, . . . , tnt )
def
= t(t1, t2, . . . , tnt ). We call this the term �-algebra over V .

Observation 2.5. The term �-algebraTV
� enjoys a universal property: given a �-algebra (A, J�KA)

and function � : V ! A, there is a unique extension to a homomorphism of algebras �̄ : TV
� ! A.

This is just the induction principle associated to the recursive de�nition of terms.

De�nition 2.6 (�-equation). Fixing V , a �-equation is a pair (s, t) 2 T
V
� ⇥T

V
� ; we usually write

‘s = t ’. A �-equation s = t holds in �-algebra (A, J�KA) if for all � : V ! A we have �̄(s) = �̄(t) in A.
Given the signature of monoids, we can express properties such as associativity:m(x ,m(�, z)) =

m(m(x ,�), z); or commutativity:m(x ,�) =m(�,x); etc. Then the algebras in which, say, the com-
mutative equation holds are precisely the commutative monoids. In general, the idea is that a set of
�-equations constrains the choice of algebras (A, J�KA) to those where every equation holds.

De�nition 2.7 (Equational Theory and Variety). A pair (�,E) where � is a signature and E a set of
�-equations is called an equational theory. A model of (�,E) is a �-algebra where every e : E holds.
The class of models for an equational theory is called a variety.

Example 2.8. The equational theory of commutative monoids is
( {m, e}, {m(m(x ,�), z) =m(x ,m(�, z)), m(x ,�) =m(�,x), m(e,x) = x } ).
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:4 Anon.

Fox’s theorem is to cartesian categories. In S4 we propose our original de�nitions: partial Lawvere
theories and their varieties. Next, S5 is devoted to the associated notion of partial equational theory,
and several examples, continued in S6 with multi-sorted examples. Our variety theorem is in S7
where we also treat other semantic aspects, e.g. the existence of free models.

2 BACKGROUNDMATERIAL
2.1 Overview of classical universal algebra
Universal algebra is the study of equational theories and of their semantics, varieties. In this section
we recall the basic concepts and de�nitions.

De�nition 2.1. An signature is a pair (�,�) where � is a set and � a function � ! N that assigns
to every element t : � a natural number �(n) : N called the arity of the function symbol t .

Notation 2.2. The arity “slices” the set � of function symbols. The slice �n ✓ � contains operations
of arity n, and t : �n is a synonym for “t is a n-ary operation”. We will sometimes write tn for a
generic element of �n . We shall refer to the signature as just � if the arity function is understood
from the context. For example the signature �M of monoids is {m, e}, with �(m) = 2 and �(e) = 0.
De�nition 2.3. An �-algebra is a pair (A, J�KA) where A is a set and J�KA is
a function sending function symbols t : �n to functions JtKA : An ! A. The
function JtKA is called then-ary operation onA associated to the function symbol
t : �n . We refer toA as the carrier of the �-algebra. A �-algebra homomorphism
from (A, J�KA) to (B, J�KB ) is a function f : A ! B that respects the � structure:
i.e. for every n 2 N and tn : �n , the diagram on the right commutes:

An

JtnKA
✏✏

f n // Bn

JtnKB
✏✏

A
f
// B .

Remark 2.4. �-algebras and their homomorphisms de�ne a category V�.

Of course, an algebraic structure isn’t just about operations, but also about properties enjoyed by
those operations. To express this we �rst need the notion of term. Fixing a signature �, we recall
the usual recursive construction of the set of terms TV

� , for some set of variables V :

T
V
� ::= V | t0 | t1(TV

� ) | t2(TV
� ,T

V
� ) | . . . | tn(TV

� , . . . ,T
V
� ) | . . .

In the above, each ti ranges over the function symbols in �i . For any V , TV
� carries a canonical

�-algebra structure: JtK(t1, t2, . . . , tnt )
def
= t(t1, t2, . . . , tnt ). We call this the term �-algebra over V .

Observation 2.5. The term �-algebraTV
� enjoys a universal property: given a �-algebra (A, J�KA)

and function � : V ! A, there is a unique extension to a homomorphism of algebras �̄ : TV
� ! A.

This is just the induction principle associated to the recursive de�nition of terms.

De�nition 2.6 (�-equation). Fixing V , a �-equation is a pair (s, t) 2 T
V
� ⇥T

V
� ; we usually write

‘s = t ’. A �-equation s = t holds in �-algebra (A, J�KA) if for all � : V ! A we have �̄(s) = �̄(t) in A.
Given the signature of monoids, we can express properties such as associativity:m(x ,m(�, z)) =

m(m(x ,�), z); or commutativity:m(x ,�) =m(�,x); etc. Then the algebras in which, say, the com-
mutative equation holds are precisely the commutative monoids. In general, the idea is that a set of
�-equations constrains the choice of algebras (A, J�KA) to those where every equation holds.

De�nition 2.7 (Equational Theory and Variety). A pair (�,E) where � is a signature and E a set of
�-equations is called an equational theory. A model of (�,E) is a �-algebra where every e : E holds.
The class of models for an equational theory is called a variety.

Example 2.8. The equational theory of commutative monoids is
( {m, e}, {m(m(x ,�), z) =m(x ,m(�, z)), m(x ,�) =m(�,x), m(e,x) = x } ).
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Universal Algebra basics 1
• A signature is a pair Σ = (S,α) where S is a set of operation symbols together with an arity 

function α : S → N 

• A Σ-algebra is a pair (A,[-]) where A is a set and [-] is a function that sends operation symbols to 
functions [σ] : Aα(σ) → A


• A Σ-algebra homomorphism is the obvious thing


• Given a set of variables V, the term Σ-algebra TV is 


• TV ::= V | t0 | t1(TV) | t2(TV,TV) | ... | tn(TV,...,TV) | ... 


• The term Σ-algebra satisfies a universal property, any v : V → A extends to a unique 
homomorphism v* : TV → A
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Fox’s theorem is to cartesian categories. In S4 we propose our original de�nitions: partial Lawvere
theories and their varieties. Next, S5 is devoted to the associated notion of partial equational theory,
and several examples, continued in S6 with multi-sorted examples. Our variety theorem is in S7
where we also treat other semantic aspects, e.g. the existence of free models.

2 BACKGROUNDMATERIAL
2.1 Overview of classical universal algebra
Universal algebra is the study of equational theories and of their semantics, varieties. In this section
we recall the basic concepts and de�nitions.

De�nition 2.1. An signature is a pair (�,�) where � is a set and � a function � ! N that assigns
to every element t : � a natural number �(n) : N called the arity of the function symbol t .

Notation 2.2. The arity “slices” the set � of function symbols. The slice �n ✓ � contains operations
of arity n, and t : �n is a synonym for “t is a n-ary operation”. We will sometimes write tn for a
generic element of �n . We shall refer to the signature as just � if the arity function is understood
from the context. For example the signature �M of monoids is {m, e}, with �(m) = 2 and �(e) = 0.
De�nition 2.3. An �-algebra is a pair (A, J�KA) where A is a set and J�KA is
a function sending function symbols t : �n to functions JtKA : An ! A. The
function JtKA is called then-ary operation onA associated to the function symbol
t : �n . We refer toA as the carrier of the �-algebra. A �-algebra homomorphism
from (A, J�KA) to (B, J�KB ) is a function f : A ! B that respects the � structure:
i.e. for every n 2 N and tn : �n , the diagram on the right commutes:

An

JtnKA
✏✏

f n // Bn

JtnKB
✏✏

A
f
// B .

Remark 2.4. �-algebras and their homomorphisms de�ne a category V�.

Of course, an algebraic structure isn’t just about operations, but also about properties enjoyed by
those operations. To express this we �rst need the notion of term. Fixing a signature �, we recall
the usual recursive construction of the set of terms TV

� , for some set of variables V :

T
V
� ::= V | t0 | t1(TV

� ) | t2(TV
� ,T

V
� ) | . . . | tn(TV

� , . . . ,T
V
� ) | . . .

In the above, each ti ranges over the function symbols in �i . For any V , TV
� carries a canonical

�-algebra structure: JtK(t1, t2, . . . , tnt )
def
= t(t1, t2, . . . , tnt ). We call this the term �-algebra over V .

Observation 2.5. The term �-algebraTV
� enjoys a universal property: given a �-algebra (A, J�KA)

and function � : V ! A, there is a unique extension to a homomorphism of algebras �̄ : TV
� ! A.

This is just the induction principle associated to the recursive de�nition of terms.

De�nition 2.6 (�-equation). Fixing V , a �-equation is a pair (s, t) 2 T
V
� ⇥T

V
� ; we usually write

‘s = t ’. A �-equation s = t holds in �-algebra (A, J�KA) if for all � : V ! A we have �̄(s) = �̄(t) in A.
Given the signature of monoids, we can express properties such as associativity:m(x ,m(�, z)) =

m(m(x ,�), z); or commutativity:m(x ,�) =m(�,x); etc. Then the algebras in which, say, the com-
mutative equation holds are precisely the commutative monoids. In general, the idea is that a set of
�-equations constrains the choice of algebras (A, J�KA) to those where every equation holds.

De�nition 2.7 (Equational Theory and Variety). A pair (�,E) where � is a signature and E a set of
�-equations is called an equational theory. A model of (�,E) is a �-algebra where every e : E holds.
The class of models for an equational theory is called a variety.

Example 2.8. The equational theory of commutative monoids is
( {m, e}, {m(m(x ,�), z) =m(x ,m(�, z)), m(x ,�) =m(�,x), m(e,x) = x } ).
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Universal Algebra basics II
• An equation is a pair (s,t) ∈ TV × TV


• A theory is a pair (Σ, E) where Σ is a signature and E is a set of equations.


• Example: the theory of commutative monoids


• A model is a Σ-algebra where every equation e∈E holds


• A model homomorphism is a Σ-algebra homomorphism


• The class of models of a theory is called a variety 

• Theorem (Birkhoff 1935) A class of Σ-algebras is a variety iff it is closed under 
homomorphic images, subalgebras and products.



Plan of the talk

• Universal algebra basics


• Lawvere and cartesian categories 

• Props, string diagrams and Fox’s theorem 


• Partial Lawvere theories 


• Variety theorem and ongoing and future work



Lawvere and cartesian categories

• There are several things to be unhappy about with classical universal 
algebra


• taking theory=presentation isn’t great: different presentations yield the 
same varieties


• reliance on ad-hoc standards, e.g. inductively defined terms over a 
fixed countable set of variables


• Lawvere’s functorial semantics clarifies and simplifies all of this 
beautifully 



Finite products
• The category with free finite products on one object is FinSetop


• FinSetop has (up to equivalence) an alternative “operational” description


• objects: natural numbers, we think of m = {x1,x2,…,xm}


• arrows m → n: n-tuples of variables in {x1,x2,…,xm}, e.g.


• there is exactly one arrow 1 → 2: (x1,x1)


• there are two arrows 2 → 1: (x1) and (x2)


• composition is substitution: e.g. (x1,x1);(x2) = x1



Finite products ctd
• The category with free finite products on a signature Σ has a similar operational 

description


• objects: natural numbers, we think of m = {x1,x2,…,xm}


• arrows m → n: n-tuples of terms in T{x1,x2,…,xm}, e.g. for the sig of monoids


• there is an arrow 1 → 2: (x1,e)


• there is an arrows 2 → 1: (m)


• composition is substitution: e.g. (x1, e); (m) = m(x1, e)

Terms demystified!  
The algebra of terms and substitution is simply a convenient description of a category with free products



Abstract universal algebra
• Equate a theory with a category L with finite products (single sorted: with one 

generating object)


• doesn’t suffer from reliance on particular presentations 


• e.g. for commutative monoids, take the free category generated by {m,e}, 
quotient by least congruence generated by eqs


• A (classical) model is a product preserving functor L → Set 

• Model homomorphisms are natural transformations


• Simple, beautiful, easily generalisable



Plan of the talk

• Universal algebra basics


• Lawvere and cartesian categories


• Props, string diagrams and Fox’s theorem  

• Partial Lawvere theories 


• Variety theorem and ongoing and future work



Props
• A prop is a symmetric strict monoidal category with


• objects: natural numbers 


• monoidal product on objects is addition, i.e. m⊗n := m+n


• homomorphism of props: identity on objects symmetric strict monoidal functor


• e.g. the prop F of functions. 


• Think of m as m={1,2,…,m}. The arrows of F are simply functions m → n.


• The monoidal product on arrows is the obvious thing, stacking graphs of 
functions on top of one another.



Monoidal theories

• A monoidal signature Γ = (G, ar, coar) where G is a set of operations


• ar : G → N is gives arities


• coar : G → N gives coarities 
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Functorial Semantics for Partial Theories :5

The corresponding variety is the class of commutative monoids.

Some of the most famous results of universal algebra characterise varieties. For example:

Theorem 2.9 (Birkho� [Bir35]). A class of �-algebras is a variety if and only if it is closed under
homomorphic images, subalgebras and products.

2.2 Props and monoidal theories
Our development is informed by the di�erences between the algebraic structure of total functions
and partial functions. Given the focus on algebra, the notion of prop is useful as a categorical gadget
on which to hang an algebraic structure. Moreover, the associated notion of string diagram will
lead us to a syntax with which to express partial equational theories by appropriately generalising
classical terms. Here we recall the basic de�nitions of props, string diagrams and some of the
algebraic structures important in subsequent sections.

De�nition 2.10 (Prop [Mac65, Ch. 5]). A prop is a symmetric strict monoidal category with set of
objects the natural numbers N, where the monoidal product on objects is addition:m ⌦ n :=m + n.
A homomorphism of props is an identity-on-objects symmetric strict monoidal functor.

Example 2.11. An important example is the prop F of �nite sets and functions. In the following,
[m] def
= {1, 2, . . . ,m}. The F -arrowsm ! n are all functions [m] ! [n]: composition is function

composition, and the monoidal product is “disjoint union”; i.e. for f1 : m1 ! n1 and f2 : m2 ! n2,

(f1 ⌦ f2)(i) : m1 +m2 ! n1 + n2
def
=

(
f1(i) if i  m1

f2(i �m1) + n1 otherwise.

Free props generated from some signature of operations are of particular importance.

De�nition 2.12 (Monoidal signature). A monoidal signature � is a collection of generators � : �,
each with an arity ar (� ) : N and coarity coar (� ) : N.

Concrete terms can be given a BNF description, as follows:

c ::= � 2 � | | | | c ⌦ c | c # c (BNFT)

Arities and coarities are not handled in the BNF but with an associated sorting discipline, shown
below. We only consider terms that have a sort, which is unique if it exists.

� : (ar (� ), coar (� )) : (0, 0) : (1, 1) : (2, 2)

c : (n, z) d : (z,m)

c #d : (n,m)

c : (n,m) d : (r, z)

c⌦d : (n+r,m+z)

The idea is that the sort c : (m, n) counts the number of “dangling wires” of each term. Every
sortable term generated from (BNFT) has a diagrammatic representation. The convention for � : �
is to draw it as a box with ar (� ) “dangling wires” on the left and coar (� ) on the right:

ar (� )
n

�...
...

o
coar (� )

The conventions for the (BNFT) operations are: c # c 0 is drawn c c�...
...

... and c⌦c 0 is drawn c

c� ...

...
...

...

.

The sorting discipline ensures that the convention for # makes sense.
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Terms for props
• Classical terms are a description of a free category with products


• Terms for props should be a description of a free prop - string diagrams!
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Functorial Semantics for Partial Theories :5

The corresponding variety is the class of commutative monoids.

Some of the most famous results of universal algebra characterise varieties. For example:

Theorem 2.9 (Birkho� [Bir35]). A class of �-algebras is a variety if and only if it is closed under
homomorphic images, subalgebras and products.

2.2 Props and monoidal theories
Our development is informed by the di�erences between the algebraic structure of total functions
and partial functions. Given the focus on algebra, the notion of prop is useful as a categorical gadget
on which to hang an algebraic structure. Moreover, the associated notion of string diagram will
lead us to a syntax with which to express partial equational theories by appropriately generalising
classical terms. Here we recall the basic de�nitions of props, string diagrams and some of the
algebraic structures important in subsequent sections.

De�nition 2.10 (Prop [Mac65, Ch. 5]). A prop is a symmetric strict monoidal category with set of
objects the natural numbers N, where the monoidal product on objects is addition:m ⌦ n :=m + n.
A homomorphism of props is an identity-on-objects symmetric strict monoidal functor.

Example 2.11. An important example is the prop F of �nite sets and functions. In the following,
[m] def
= {1, 2, . . . ,m}. The F -arrowsm ! n are all functions [m] ! [n]: composition is function

composition, and the monoidal product is “disjoint union”; i.e. for f1 : m1 ! n1 and f2 : m2 ! n2,

(f1 ⌦ f2)(i) : m1 +m2 ! n1 + n2
def
=

(
f1(i) if i  m1

f2(i �m1) + n1 otherwise.

Free props generated from some signature of operations are of particular importance.

De�nition 2.12 (Monoidal signature). A monoidal signature � is a collection of generators � : �,
each with an arity ar (� ) : N and coarity coar (� ) : N.

Concrete terms can be given a BNF description, as follows:

c ::= � 2 � | | | | c ⌦ c | c # c (BNFT)

Arities and coarities are not handled in the BNF but with an associated sorting discipline, shown
below. We only consider terms that have a sort, which is unique if it exists.

� : (ar (� ), coar (� )) : (0, 0) : (1, 1) : (2, 2)

c : (n, z) d : (z,m)

c #d : (n,m)

c : (n,m) d : (r, z)

c⌦d : (n+r,m+z)

The idea is that the sort c : (m, n) counts the number of “dangling wires” of each term. Every
sortable term generated from (BNFT) has a diagrammatic representation. The convention for � : �
is to draw it as a box with ar (� ) “dangling wires” on the left and coar (� ) on the right:

ar (� )
n

�...
...

o
coar (� )

The conventions for the (BNFT) operations are: c # c 0 is drawn c c�...
...

... and c⌦c 0 is drawn c

c� ...

...
...

...

.

The sorting discipline ensures that the convention for # makes sense.
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Functorial Semantics for Partial Theories :5

The corresponding variety is the class of commutative monoids.

Some of the most famous results of universal algebra characterise varieties. For example:

Theorem 2.9 (Birkho� [Bir35]). A class of �-algebras is a variety if and only if it is closed under
homomorphic images, subalgebras and products.

2.2 Props and monoidal theories
Our development is informed by the di�erences between the algebraic structure of total functions
and partial functions. Given the focus on algebra, the notion of prop is useful as a categorical gadget
on which to hang an algebraic structure. Moreover, the associated notion of string diagram will
lead us to a syntax with which to express partial equational theories by appropriately generalising
classical terms. Here we recall the basic de�nitions of props, string diagrams and some of the
algebraic structures important in subsequent sections.

De�nition 2.10 (Prop [Mac65, Ch. 5]). A prop is a symmetric strict monoidal category with set of
objects the natural numbers N, where the monoidal product on objects is addition:m ⌦ n :=m + n.
A homomorphism of props is an identity-on-objects symmetric strict monoidal functor.

Example 2.11. An important example is the prop F of �nite sets and functions. In the following,
[m] def
= {1, 2, . . . ,m}. The F -arrowsm ! n are all functions [m] ! [n]: composition is function

composition, and the monoidal product is “disjoint union”; i.e. for f1 : m1 ! n1 and f2 : m2 ! n2,

(f1 ⌦ f2)(i) : m1 +m2 ! n1 + n2
def
=

(
f1(i) if i  m1

f2(i �m1) + n1 otherwise.

Free props generated from some signature of operations are of particular importance.

De�nition 2.12 (Monoidal signature). A monoidal signature � is a collection of generators � : �,
each with an arity ar (� ) : N and coarity coar (� ) : N.

Concrete terms can be given a BNF description, as follows:

c ::= � 2 � | | | | c ⌦ c | c # c (BNFT)

Arities and coarities are not handled in the BNF but with an associated sorting discipline, shown
below. We only consider terms that have a sort, which is unique if it exists.

� : (ar (� ), coar (� )) : (0, 0) : (1, 1) : (2, 2)

c : (n, z) d : (z,m)

c #d : (n,m)

c : (n,m) d : (r, z)

c⌦d : (n+r,m+z)

The idea is that the sort c : (m, n) counts the number of “dangling wires” of each term. Every
sortable term generated from (BNFT) has a diagrammatic representation. The convention for � : �
is to draw it as a box with ar (� ) “dangling wires” on the left and coar (� ) on the right:

ar (� )
n

�...
...

o
coar (� )

The conventions for the (BNFT) operations are: c # c 0 is drawn c c�...
...

... and c⌦c 0 is drawn c

c� ...

...
...

...

.

The sorting discipline ensures that the convention for # makes sense.
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The corresponding variety is the class of commutative monoids.
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...
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The sorting discipline ensures that the convention for # makes sense.
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From terms to string diagrams
• Consider 


• then                                                                  is drawn


• to go to string diagrams we need to quotient wrt the laws of symmetric 
strict monoidal cats. This means that:


• erasing the dotted lines


• “only connectivity matters”
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Example 2.13. Consider the following signature, where the (co)arities are apparent from the

�
def
=

n
,

o
(CMG)

glyphs. The term ( ⌦ ( ⌦ )) #(( ⌦ ) # ) has sort (3, 2) and diagram:

where the “dotted line” boxes serve the role of parentheses.

Terms of (BNFT) are quotiented by the laws of symmetric strict monoidal categories. We do not
go into the details here, but these are closely connected with the diagrammatic conventions. Indeed,
they allow us to discard the “dotted line” boxes and focus only on the connectivity between the
generators. For example the following two diagrams are in the the same equivalence class of terms:

=

We refer to equivalence classes [c] : m ! n as string diagrams.

De�nition 2.14. The free prop X� on � has as arrowsm ! n string diagrams [c] : (m, n).

String diagrams can be used to specify additional equations that specify algebraic structure.

De�nition 2.15 (Monoidal theory). For a monoidal signature �, a �-equation is a pair ([c], [d])
of equally-sorted string diagrams; we usually write ‘[c] = [d]’. A monoidal theory is a pair (�, F )
where F is a set of �-equations.

Given a monoidal theory (�, F ), the induced prop X(�,F ) can obtained by taking a coequaliser
in Cat. It can alternatively be given an explicit description as follows: as arrows [m] ! [n] it has
arrows of X� quotiented by the smallest congruence containing F .

Example 2.16. Consider the signature (CMG) and the following set of equations:

E
def
=

n
= , = , =

o
. (CM)

The resulting prop CM is the prop of commutative monoids. The equations, from left to right,
express associativity, commutativity and unitality.

Remark 2.17. String diagrams inX(�,F ) are amenable to equational reasoning, often referred to as
diagrammatic reasoning in this context: if ([c], [d]) 2 F then substituting c for d inside any context
is sound. For example in CM the set of equations contains only one of the unit laws. The other
may be derived:

= = =
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Example 2.16. Consider the signature (CMG) and the following set of equations:
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. (CM)

The resulting prop CM is the prop of commutative monoids. The equations, from left to right,
express associativity, commutativity and unitality.

Remark 2.17. String diagrams inX(�,F ) are amenable to equational reasoning, often referred to as
diagrammatic reasoning in this context: if ([c], [d]) 2 F then substituting c for d inside any context
is sound. For example in CM the set of equations contains only one of the unit laws. The other
may be derived:

= = =
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The resulting prop CM is the prop of commutative monoids. The equations, from left to right,
express associativity, commutativity and unitality.

Remark 2.17. String diagrams inX(�,F ) are amenable to equational reasoning, often referred to as
diagrammatic reasoning in this context: if ([c], [d]) 2 F then substituting c for d inside any context
is sound. For example in CM the set of equations contains only one of the unit laws. The other
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in Cat. It can alternatively be given an explicit description as follows: as arrows [m] ! [n] it has
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Example 2.16. Consider the signature (CMG) and the following set of equations:
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def
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The resulting prop CM is the prop of commutative monoids. The equations, from left to right,
express associativity, commutativity and unitality.

Remark 2.17. String diagrams inX(�,F ) are amenable to equational reasoning, often referred to as
diagrammatic reasoning in this context: if ([c], [d]) 2 F then substituting c for d inside any context
is sound. For example in CM the set of equations contains only one of the unit laws. The other
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Monoidal theories
• Now that we know what terms are, we can talk about a monoidal theory


• For a signature Γ, a Γ-equation is a pair (s,t) ∈ XΓ[m,n] for some m,n


• A presentation is a pair (Γ, F) where F is a set of Γ-equations. The induced 
prop is the monoidal theory.


• e.g. The monoidal theory of commutative monoids is isomorphic to F.246
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Diagrammatic reasoning

• is the name of equational reasoning with string diagrams, e.g.
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Fox’s Theorem
• Theorem (Fox 1976): A symmetric monoidal category is cartesian iff every object can 

be equipped with a commutative comonoid structure which is coherent and natural.
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= = = =

We typically omit the “dotted line” boxes in such chains of reasoning.

Interestingly, CM can be seen as the algebraic characterisation of F .

Observation 2.18 ([Lac04]). As props, F � CM.

Remark 2.19. In fact, arrows of CM can be intuitively understood as “pictures of functions”. For

example, the function f : 2 ! 2 where f (1) = f (2) = 1 is drawn

Example 2.20. The theory of commutative comonoids plays an important role for us. The data is:

(CCMG)

= = = (CCM)

Let CC be the prop induced from the monoidal theory ((CCMG),(CCM)).

Given that (CCMG) and (CCM) are mirrored (CMG) and (CM), Observation 2.18 gives:

Observation 2.21. As props, F op � CC.

While we have specialised our discussion of string diagrams as the syntax of props, it is well-
known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.

2.3 Fox’s theorem
Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
satisfy (CCM). If all objects are so equipped, then the structures are coherent if for all objects X ,Y :

X⌦Y
X⌦Y

X⌦Y

X

Y

X

X

Y

Y

= X⌦Y
X

Y
= (coherent)

Further, we say that the � and � are natural if for any arrow f : X ! Y of X, we have:

fX
Y

Y f

f
X

Y

Y
= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
can be equipped with a commutative comonoid structure that is (coherent) and (natural).
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We typically omit the “dotted line” boxes in such chains of reasoning.

Interestingly, CM can be seen as the algebraic characterisation of F .

Observation 2.18 ([Lac04]). As props, F � CM.

Remark 2.19. In fact, arrows of CM can be intuitively understood as “pictures of functions”. For

example, the function f : 2 ! 2 where f (1) = f (2) = 1 is drawn

Example 2.20. The theory of commutative comonoids plays an important role for us. The data is:

(CCMG)

= = = (CCM)

Let CC be the prop induced from the monoidal theory ((CCMG),(CCM)).

Given that (CCMG) and (CCM) are mirrored (CMG) and (CM), Observation 2.18 gives:

Observation 2.21. As props, F op � CC.

While we have specialised our discussion of string diagrams as the syntax of props, it is well-
known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.

2.3 Fox’s theorem
Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
satisfy (CCM). If all objects are so equipped, then the structures are coherent if for all objects X ,Y :

X⌦Y
X⌦Y

X⌦Y

X

Y

X

X

Y

Y

= X⌦Y
X

Y
= (coherent)

Further, we say that the � and � are natural if for any arrow f : X ! Y of X, we have:

fX
Y

Y f

f
X

Y

Y
= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
can be equipped with a commutative comonoid structure that is (coherent) and (natural).
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known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.
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Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
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= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
can be equipped with a commutative comonoid structure that is (coherent) and (natural).
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We typically omit the “dotted line” boxes in such chains of reasoning.

Interestingly, CM can be seen as the algebraic characterisation of F .

Observation 2.18 ([Lac04]). As props, F � CM.

Remark 2.19. In fact, arrows of CM can be intuitively understood as “pictures of functions”. For

example, the function f : 2 ! 2 where f (1) = f (2) = 1 is drawn

Example 2.20. The theory of commutative comonoids plays an important role for us. The data is:

(CCMG)

= = = (CCM)

Let CC be the prop induced from the monoidal theory ((CCMG),(CCM)).

Given that (CCMG) and (CCM) are mirrored (CMG) and (CM), Observation 2.18 gives:

Observation 2.21. As props, F op � CC.

While we have specialised our discussion of string diagrams as the syntax of props, it is well-
known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.

2.3 Fox’s theorem
Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
satisfy (CCM). If all objects are so equipped, then the structures are coherent if for all objects X ,Y :

X⌦Y
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= X⌦Y
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Further, we say that the � and � are natural if for any arrow f : X ! Y of X, we have:
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= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
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We typically omit the “dotted line” boxes in such chains of reasoning.

Interestingly, CM can be seen as the algebraic characterisation of F .

Observation 2.18 ([Lac04]). As props, F � CM.

Remark 2.19. In fact, arrows of CM can be intuitively understood as “pictures of functions”. For

example, the function f : 2 ! 2 where f (1) = f (2) = 1 is drawn

Example 2.20. The theory of commutative comonoids plays an important role for us. The data is:

(CCMG)

= = = (CCM)

Let CC be the prop induced from the monoidal theory ((CCMG),(CCM)).

Given that (CCMG) and (CCM) are mirrored (CMG) and (CM), Observation 2.18 gives:

Observation 2.21. As props, F op � CC.

While we have specialised our discussion of string diagrams as the syntax of props, it is well-
known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.

2.3 Fox’s theorem
Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
satisfy (CCM). If all objects are so equipped, then the structures are coherent if for all objects X ,Y :

X⌦Y
X⌦Y

X⌦Y

X

Y

X

X

Y

Y

= X⌦Y
X

Y
= (coherent)

Further, we say that the � and � are natural if for any arrow f : X ! Y of X, we have:

fX
Y

Y f

f
X

Y

Y
= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
can be equipped with a commutative comonoid structure that is (coherent) and (natural).
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Lawvere with string diagrams
• A single sorted Lawvere theory is a cartesian prop 

• i.e. a prop where the monoidal product is the categorical product


• We already have one concrete description of the free cartesian category 
on a signature - arrows: classical terms, composition: substitution


• We now have a second: string diagrams!
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An obvious di↵erence between terms and string diagrams is that the latter do not
have named variables. The translation ensures that wires play the role of variables,
and the comonoid structure plays the role of “variable management”. We illustrate
this with an example below.

ex:propfromlawvere Example 2.40. The prop corresponding to the Lawvere theory induced by the equa-

tional theory of commutative monoids (Example
ex:eqtheorymonoidsex:eqtheorymonoids
2.8) is the same as the prop of

commutative bialgebra. For example, the term m(m(x, x), y) in the theory of com-

mutative monoids can be depicted as

m

m

In the term we have considered, the variable x appears twice. In the corre-

sponding diagram, the wire corresponding to x starts with a comultiplication that

witnesses the “copying of x”.

3. Algebra of partial maps
sec:partialmaps

We have seen that finite products are central in classical universal algebra. It
is therefore natural to begin our development of its partial analogue by identifying
the corresponding universal property in the partial setting. We will see that this
amounts to replacing the class of cartesian categories with the class of discrete

cartesian restriction categories (DCR categories)
Coc12
[CGH12]. Next, we characterise

DCR categories in terms of algebraic structure, analogous to
thm:foxthm:fox
2.22 for cartesian

categories.
sec:pardef

3.1. Partial functions. The starting point of our journey is the (2-)category Par
of sets and partial functions. Just as Set was the semantic universe for ordinary
equational theories, Par is the semantic universe for partial equational theories. We
first recall an elementary, set theoretic presentation:

Definition 3.1. Par has sets as objects and partial functions f : X * Y as arrows,

where a partial function f is a pair (domf, deff) where domf ✓ X is the domain of
definition of f and deff : domf ! Y is a (total) function. Given a partial function

f : X * Y , and some X
0 ✓ X we write f|X0 for the partial function (domf\X

0
, f

0)
where f

0 : domf \ X
0 ! Y is deff restricted to the (potentially smaller) domain

of definition domf \ X
0
. Similarly, given Y

0 ✓ Y , write f
�1(Y 0) = {x 2 domf |

deff(x) 2 Y
0}. Given f : X * Y and g : Y * Z, their composite is defined by

f # g = (f�1(domg), (deff |f�1(domg) # defg). The identity on X is (X, idX).
There is a natural partial order between partial functions X * Y :

f  g
def
= domf ✓ domg ^ g |domf = f.

It is straightforward to verify that this data makes Par a category, and with , a

2-category.

Categorifying partiality has long history (see e.g.,
Rob88,Coc02
[RR88, CL02]). We recall a

classical approach:

defn:parcat Definition 3.2. Suppose that C has finite limits. Its 2-category of partial maps,
Par(C) has:

�) objects are objects of C.
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A recipe
• Turn a theory into a monoidal theory in two easy steps


• Generators:


• Equations: E (as string diagrams)   +                                                            


+
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:10 Anon.

���) R admits a left adjoint L : W ! V;
���) R commutes with sifted colimits.
Given that adjunctions compose, this data yields a category Var.

Let Prod be the 2-category whose objects are small cartesian categories, morphisms are cartesian
functors and 2-cells are natural transformations. Then Observation 2.31 boils down to de�ning a
2-functor Mod : Prodop ! Var. The following captures the relationship between Law and Var.

Theorem 2.35 ([ALR03, Theorem 4.1]). There exists a 2-adjunction whose unit is an equivalence:

Th : Var⌧ Prodop : Mod

Remark 2.36. One obtains the S-sorted version of Theorem 2.35 by slicing on both sides over the
free category with products on S . This is given in more detail for partial Lawvere theories in S7.1.

2.6 Equational theories as monoidal theories
Given that Lawvere theories are cartesian props, Theorem 2.22 suggests how to consider a Lawvere
theory as a monoidal theory. We recall the recipe from [BSZ18]: the idea is to characterise �-terms
as certain string diagrams, and then view an ordinary equational theory through this lens.

Recipe 2.37. Fix a signature �. A �-term t : T [n]
� is the same thing as a string diagram n ! 1 in

the prop induced by the monoidal theory with

• generators � def
= � + (CCMG)

• (CCM) together with equations that ensure naturality with respect to the comonoid structure.
The latter can be easily added as two additional equations for each � : �:

�
�

�
= �m m m m= (SN� )

The Lawvere theory induced by equational theory (�,E) can now be seen as the prop induced
by the monoidal theory (�, F ) where F is the set of equations obtained by translating the equations
in E to string diagrams, together with (CCM), and (SN� ) for each � : �.

Example 2.38. The prop corresponding to the Lawvere theory induced by the equational theory of
commutative monoids (Example 2.8) is the same as the prop of commutative bialgebra. For example,
the termm(m(x ,x),�) in the theory of commutative monoids can be depicted as .

3 ALGEBRA OF PARTIAL MAPS
We have seen that �nite products are central in classical universal algebra. It is therefore natural to
begin our development of its partial analogue by identifying the corresponding universal property
in the partial setting. We will see that this amounts to replacing the class of cartesian categories with
the class of discrete cartesian restriction categories (DCR categories) [CGH12]. Next, we characterise
DCR categories in terms of algebraic structure, analogous to Theorem 2.22 for cartesian categories.

3.1 Partial functions
The starting point of our journey is the (2-)category Par of sets and partial functions. Just as Set
was the semantic universe for ordinary equational theories, Par is the semantic universe for partial
equational theories. We �rst recall an elementary, set theoretic presentation:

De�nition 3.1. Par has sets as objects and partial functions f : X * Y as arrows, where a
partial function f is a pair (domf , def f ) where domf ✓ X is the domain of de�nition of f and

, Vol. 1, No. 1, Article . Publication date: August 2020.

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

Functorial Semantics for Partial Theories :7

= = = =

We typically omit the “dotted line” boxes in such chains of reasoning.

Interestingly, CM can be seen as the algebraic characterisation of F .

Observation 2.18 ([Lac04]). As props, F � CM.

Remark 2.19. In fact, arrows of CM can be intuitively understood as “pictures of functions”. For

example, the function f : 2 ! 2 where f (1) = f (2) = 1 is drawn

Example 2.20. The theory of commutative comonoids plays an important role for us. The data is:

(CCMG)

= = = (CCM)

Let CC be the prop induced from the monoidal theory ((CCMG),(CCM)).

Given that (CCMG) and (CCM) are mirrored (CMG) and (CM), Observation 2.18 gives:

Observation 2.21. As props, F op � CC.

While we have specialised our discussion of string diagrams as the syntax of props, it is well-
known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.

2.3 Fox’s theorem
Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
satisfy (CCM). If all objects are so equipped, then the structures are coherent if for all objects X ,Y :

X⌦Y
X⌦Y

X⌦Y

X

Y

X

X

Y

Y

= X⌦Y
X

Y
= (coherent)

Further, we say that the � and � are natural if for any arrow f : X ! Y of X, we have:

fX
Y

Y f

f
X

Y

Y
= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
can be equipped with a commutative comonoid structure that is (coherent) and (natural).
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���) R admits a left adjoint L : W ! V;
���) R commutes with sifted colimits.
Given that adjunctions compose, this data yields a category Var.

Let Prod be the 2-category whose objects are small cartesian categories, morphisms are cartesian
functors and 2-cells are natural transformations. Then Observation 2.31 boils down to de�ning a
2-functor Mod : Prodop ! Var. The following captures the relationship between Law and Var.

Theorem 2.35 ([ALR03, Theorem 4.1]). There exists a 2-adjunction whose unit is an equivalence:

Th : Var⌧ Prodop : Mod

Remark 2.36. One obtains the S-sorted version of Theorem 2.35 by slicing on both sides over the
free category with products on S . This is given in more detail for partial Lawvere theories in S7.1.

2.6 Equational theories as monoidal theories
Given that Lawvere theories are cartesian props, Theorem 2.22 suggests how to consider a Lawvere
theory as a monoidal theory. We recall the recipe from [BSZ18]: the idea is to characterise �-terms
as certain string diagrams, and then view an ordinary equational theory through this lens.

Recipe 2.37. Fix a signature �. A �-term t : T [n]
� is the same thing as a string diagram n ! 1 in

the prop induced by the monoidal theory with

• generators � def
= � + (CCMG)

• (CCM) together with equations that ensure naturality with respect to the comonoid structure.
The latter can be easily added as two additional equations for each � : �:

�
�

�
= �m m m m= (SN� )

The Lawvere theory induced by equational theory (�,E) can now be seen as the prop induced
by the monoidal theory (�, F ) where F is the set of equations obtained by translating the equations
in E to string diagrams, together with (CCM), and (SN� ) for each � : �.

Example 2.38. The prop corresponding to the Lawvere theory induced by the equational theory of
commutative monoids (Example 2.8) is the same as the prop of commutative bialgebra. For example,
the termm(m(x ,x),�) in the theory of commutative monoids can be depicted as .

3 ALGEBRA OF PARTIAL MAPS
We have seen that �nite products are central in classical universal algebra. It is therefore natural to
begin our development of its partial analogue by identifying the corresponding universal property
in the partial setting. We will see that this amounts to replacing the class of cartesian categories with
the class of discrete cartesian restriction categories (DCR categories) [CGH12]. Next, we characterise
DCR categories in terms of algebraic structure, analogous to Theorem 2.22 for cartesian categories.

3.1 Partial functions
The starting point of our journey is the (2-)category Par of sets and partial functions. Just as Set
was the semantic universe for ordinary equational theories, Par is the semantic universe for partial
equational theories. We �rst recall an elementary, set theoretic presentation:

De�nition 3.1. Par has sets as objects and partial functions f : X * Y as arrows, where a
partial function f is a pair (domf , def f ) where domf ✓ X is the domain of de�nition of f and
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We typically omit the “dotted line” boxes in such chains of reasoning.

Interestingly, CM can be seen as the algebraic characterisation of F .

Observation 2.18 ([Lac04]). As props, F � CM.

Remark 2.19. In fact, arrows of CM can be intuitively understood as “pictures of functions”. For

example, the function f : 2 ! 2 where f (1) = f (2) = 1 is drawn

Example 2.20. The theory of commutative comonoids plays an important role for us. The data is:

(CCMG)

= = = (CCM)

Let CC be the prop induced from the monoidal theory ((CCMG),(CCM)).

Given that (CCMG) and (CCM) are mirrored (CMG) and (CM), Observation 2.18 gives:

Observation 2.21. As props, F op � CC.

While we have specialised our discussion of string diagrams as the syntax of props, it is well-
known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.

2.3 Fox’s theorem
Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
satisfy (CCM). If all objects are so equipped, then the structures are coherent if for all objects X ,Y :

X⌦Y
X⌦Y

X⌦Y

X

Y

X

X

Y

Y

= X⌦Y
X

Y
= (coherent)

Further, we say that the � and � are natural if for any arrow f : X ! Y of X, we have:

fX
Y

Y f

f
X

Y

Y
= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
can be equipped with a commutative comonoid structure that is (coherent) and (natural).
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e.g. as props, the Lawvere theory of commutative monoids is isomorphic to the 
monoidal theory of commutative bialgebras!



Plan of the talk

• Universal algebra basics


• Lawvere and cartesian categories


• Props, string diagrams and Fox’s theorem 


• Partial Lawvere theories  

• Variety theorem and ongoing and future work



Partial theories and DCR categories
• Partial theories: we want to replace Set with Par as the universe of models


• Lawvere identified cartesian categories as the categorical structure of 
interest for algebraic theories


• For partial theories, the corresponding categorical structure is given by 
discrete cartesian restriction categories (dcr categories)


• Par is a DCR category. If C has finite limits, Par(C) is a DCR category.


• Instead of delving into the details, we can characterise them using a result 
similar to Fox’s theorem



“Fox’s theorem” for DCR categories

• Theorem. A DCR category category is a symmetric monoidal category 
where every object is equipped with a coherent partial Frobenius 
algebra structure, such that the comultiplication is natural.
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= = = =

We typically omit the “dotted line” boxes in such chains of reasoning.

Interestingly, CM can be seen as the algebraic characterisation of F .

Observation 2.18 ([Lac04]). As props, F � CM.

Remark 2.19. In fact, arrows of CM can be intuitively understood as “pictures of functions”. For

example, the function f : 2 ! 2 where f (1) = f (2) = 1 is drawn

Example 2.20. The theory of commutative comonoids plays an important role for us. The data is:

(CCMG)

= = = (CCM)

Let CC be the prop induced from the monoidal theory ((CCMG),(CCM)).

Given that (CCMG) and (CCM) are mirrored (CMG) and (CM), Observation 2.18 gives:

Observation 2.21. As props, F op � CC.

While we have specialised our discussion of string diagrams as the syntax of props, it is well-
known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.

2.3 Fox’s theorem
Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
satisfy (CCM). If all objects are so equipped, then the structures are coherent if for all objects X ,Y :

X⌦Y
X⌦Y

X⌦Y

X

Y

X

X

Y

Y

= X⌦Y
X

Y
= (coherent)

Further, we say that the � and � are natural if for any arrow f : X ! Y of X, we have:

fX
Y

Y f

f
X

Y

Y
= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
can be equipped with a commutative comonoid structure that is (coherent) and (natural).

, Vol. 1, No. 1, Article . Publication date: August 2020.

687

688

689

690

691

692

693

694

695

696

697

698

699

700

701

702

703

704

705

706

707

708

709

710

711

712

713

714

715

716

717

718

719

720

721

722

723

724

725

726

727

728

729

730

731

732

733

734

735

Functorial Semantics for Partial Theories :15

is a semi-Frobenius algebra. Diagramatically, this is the comonoid structure we have already seen

together µA, which we depict as in our string diagrams, subject to the following equations:

= = (MCA)

= = =
(SFROB)

We may now extend our preferred presentation of CR categories to DCR categories as follows:

Theorem 3.11. A DCR category is precisely a symmetric monoidal category equipped with a
coherent partial Frobenius algebra structure (A,�A, �A, µA) for each objectA s.t. the comultiplication
is natural. That is, for any f : A ! B we have f #�B = �A #(f ⌦ f ).

P����. Suppose X is a CR category in which each �A : A ! A ⌦ A has a partial inverse
µA : A ⌦A ! A. Then it is straightforward to show that µ is coherent with respect to the monoidal
structure, and that µA is always associative as commutative. The special equation holds because
�A # µA = �A = 1A, and for the Frobenius equations we use that µA = µA #�A to obtain:

= = =

= = =

From which both Frobenius identities follow. For the converse, the special equation gives that
�AµA = 1 = �A, and further we have:

µA = = = =

= = = µA #�A

meaning that µA is a partial inverse for �A. ⇤
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is a semi-Frobenius algebra. Diagramatically, this is the comonoid structure we have already seen

together µA, which we depict as in our string diagrams, subject to the following equations:

= = (MCA)
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(SFROB)

We may now extend our preferred presentation of CR categories to DCR categories as follows:

Theorem 3.11. A DCR category is precisely a symmetric monoidal category equipped with a
coherent partial Frobenius algebra structure (A,�A, �A, µA) for each objectA s.t. the comultiplication
is natural. That is, for any f : A ! B we have f #�B = �A #(f ⌦ f ).

P����. Suppose X is a CR category in which each �A : A ! A ⌦ A has a partial inverse
µA : A ⌦A ! A. Then it is straightforward to show that µ is coherent with respect to the monoidal
structure, and that µA is always associative as commutative. The special equation holds because
�A # µA = �A = 1A, and for the Frobenius equations we use that µA = µA #�A to obtain:

= = =

= = =

From which both Frobenius identities follow. For the converse, the special equation gives that
�AµA = 1 = �A, and further we have:

µA = = = =

= = = µA #�A

meaning that µA is a partial inverse for �A. ⇤
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= = = =

We typically omit the “dotted line” boxes in such chains of reasoning.

Interestingly, CM can be seen as the algebraic characterisation of F .

Observation 2.18 ([Lac04]). As props, F � CM.

Remark 2.19. In fact, arrows of CM can be intuitively understood as “pictures of functions”. For

example, the function f : 2 ! 2 where f (1) = f (2) = 1 is drawn

Example 2.20. The theory of commutative comonoids plays an important role for us. The data is:

(CCMG)

= = = (CCM)

Let CC be the prop induced from the monoidal theory ((CCMG),(CCM)).

Given that (CCMG) and (CCM) are mirrored (CMG) and (CM), Observation 2.18 gives:

Observation 2.21. As props, F op � CC.

While we have specialised our discussion of string diagrams as the syntax of props, it is well-
known that they can be used as a sound calculus in any symmetric (strict) monoidal category.
Roughly speaking, objects are represented by wires, and morphisms by boxes.

2.3 Fox’s theorem
Equational and monoidal theories are linked by Fox’s theorem, recalled here – this will be explained
in S2.6. Cartesian categories are categories with �nite products, and cartesian functors preserve
them. Fox showed that cartesian categories are exactly those that have a certain algebraic structure.
A commutative comonoid on an object X of a symmetric monoidal category X is a triple

(X ,�X , �X ) s.t. �X : X ! X ⌦ X and �X : X ! I , depicted as and respectively, and these
satisfy (CCM). If all objects are so equipped, then the structures are coherent if for all objects X ,Y :

X⌦Y
X⌦Y

X⌦Y

X

Y

X

X

Y

Y

= X⌦Y
X

Y
= (coherent)

Further, we say that the � and � are natural if for any arrow f : X ! Y of X, we have:

fX
Y

Y f

f
X

Y

Y
= fX = (natural)

Theorem 2.22 ([Fox76]). A symmetric monoidal category is cartesian if and only if every object
can be equipped with a commutative comonoid structure that is (coherent) and (natural).
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Some consequences

• The free DCR category on an object is Par(Fop)


• Syntax = concrete description of the free DCR category on Σ in terms of 
string diagrams with partial Frobenius structure


• A presentation is then, as usual, the pair of a signature and equations


• its partial Lawvere theory is the induced DCR prop

Given a signature Σ, we obtain a syntax for equations!



Models and homomorphisms
• Suppose that L is a partial Lawvere theory. A model is a cartesian 

restriction functor L → Par


• A homomorphism is a lax natural transformation
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Arrows where f = 1A are called total, and form a subcategory. Further, we have:

rem:enriched Remark 3.4. Any restriction category is poset-enriched, with the ordering defined

by

f  g , f # g = f

Functors F that preserve restriction idempotents (Ff = Ff) are called restric-

tion functors. Restriction categories and restriction functors form a category. This
extends to a 2-category in which the 2-cells are lax transformations. A lax transfor-
mation ↵ : F ! G of restriction functors F, G : X ! Y consists of a family of total
maps ↵A : FA ! GA in Y indexed by the objects A of X s.t. for every f : A ! B

of X the usual naturality square commutes up to inequality :

FA GA

FB GB

Ff

↵A

Gf

↵B



where  is the ordering introduced above. Call this 2-category RCat.
In the present context we are interested mostly in cartesian restriction categories,

which have a kind of partial product structure. It is reasonable to wonder why the
categorical product does not meet our needs. Consider: in a restriction category
with finite products where the projection maps are total, we have

f = hf, 1i # ⇡0 = hf, 1i # ⇡0 = hf, 1i # ⇡1 = hf, 1i # ⇡1 = 1 = 1

meaning that the restriction structure is trivial. This is not the way the motivat-
ing examples behave, and so a di↵erent structure is required. We introduce that
structure now:

Definition 3.5. A restriction terminal object in a restriction category is an object

1 such that for any object A there is a unique total map !A : A ! 1 such that for

any f : A ! B, f #!B !A.

Definition 3.6. In a restriction category, a diagram of the form

A A ⇥ B C
⇡0 ⇡1

in which ⇡0 and ⇡1 are total is called a restriction product in case for any two

arrows f : C ! A and g : C ! B, there is a unique arrow hf, gi : C ! A⇥B such

that hf, gi # ⇡0 = g # f and hf, gi # ⇡1 = f # g.

An immediate consequence of this definition is that hf, gi # ⇡0  f and hf, gi # ⇡1 
g. We thus obtain a lax version of the usual diagram characterizing products:

C

A A ⇥ B B

f g
hf,gi

⇡0 ⇡1

� 

Definition 3.7. A restriction category with a restriction terminal object and a

restriction product for every pair of objects therein in called a cartesian restriction
category (CR category).

Even though Par is the universe,  this implies all 
homomorphism are total functions



Examples (2 sorted)
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6. Multi-Sorted Equational Theories
sec:multi

In this section we present a progression of multi-sorted partial Lawvere theories
for categories with di↵erent kinds of structure. While our development of partial
Lawvere theories has thus far focused on the single-sorted case, the move to multi-
sorted theories contains no surprises, so we omit the details. The short version
is that props are replaced with coloured props, and the sorting discipline changes
accordingly. The examples that follow are developed incrementally: Each step adds
more categorical structure to the models by adding the appropriate operations and
equations to the theory, culminating in the partial Lawvere theory of cartesian
closed categories.

ex:dirgraph Example 6.1 (Directed Graphs). We begin with the partial Lawvere theory of di-
rected graphs, which has a sort O of vertices and a sort A of edges, together with

source and target operations:

sA O tA O s =A A t =A A

The associated variety is the category of directed graphs, as model morphisms F

must satisfy:

s F F s= t F F t=

ex:reflgraphs Example 6.2 (Reflexive Graphs). Extending Example
ex:dirgraphex:dirgraph
6.1, we ask that each vertex

has a self-loop:

idO A id =O O id sO O O O= = id tO O

then morphisms of models are required to preserve the self-loop, so the associated

variety is the category of reflexive graphs. Notice that along with Example
ex:dirgraphex:dirgraph
6.1, this

could also be presented as a (total) 2-sorted Lawvere theory, since all the operations

are total.

ex:cats Example 6.3 (Categories). To capture categories we extend Example
ex:reflgraphsex:reflgraphs
6.2 with a

composition operator, which is defined when the target of the first arrow matches

the source of the second:

A

A

A

t

s

=

and equations insisting composition is associative and unital, with identities given

by the self-loops:

A

A

A

A=
A

A

A

A
s id

t id
A A A A A A= =

Model morphisms are precisely functors. It is worth noting that this involves an

inequality:

F

F

F


directed graphs
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6. Multi-Sorted Equational Theories
sec:multi

In this section we present a progression of multi-sorted partial Lawvere theories
for categories with di↵erent kinds of structure. While our development of partial
Lawvere theories has thus far focused on the single-sorted case, the move to multi-
sorted theories contains no surprises, so we omit the details. The short version
is that props are replaced with coloured props, and the sorting discipline changes
accordingly. The examples that follow are developed incrementally: Each step adds
more categorical structure to the models by adding the appropriate operations and
equations to the theory, culminating in the partial Lawvere theory of cartesian
closed categories.

ex:dirgraph Example 6.1 (Directed Graphs). We begin with the partial Lawvere theory of di-
rected graphs, which has a sort O of vertices and a sort A of edges, together with

source and target operations:

sA O tA O s =A A t =A A

The associated variety is the category of directed graphs, as model morphisms F

must satisfy:

s F F s= t F F t=

ex:reflgraphs Example 6.2 (Reflexive Graphs). Extending Example
ex:dirgraphex:dirgraph
6.1, we ask that each vertex

has a self-loop:

idO A id =O O id sO O O O= = id tO O

then morphisms of models are required to preserve the self-loop, so the associated

variety is the category of reflexive graphs. Notice that along with Example
ex:dirgraphex:dirgraph
6.1, this

could also be presented as a (total) 2-sorted Lawvere theory, since all the operations

are total.

ex:cats Example 6.3 (Categories). To capture categories we extend Example
ex:reflgraphsex:reflgraphs
6.2 with a

composition operator, which is defined when the target of the first arrow matches

the source of the second:

A

A

A

t

s

=

and equations insisting composition is associative and unital, with identities given

by the self-loops:

A

A

A

A=
A

A

A

A
s id

t id
A A A A A A= =

Model morphisms are precisely functors. It is worth noting that this involves an

inequality:

F

F

F


reflexive graphs
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more categorical structure to the models by adding the appropriate operations and
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must satisfy:
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6.1, this
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6.2 with a
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A

A
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=
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A

A

A

A=
A

A

A
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A A A A A A= =

Model morphisms are precisely functors. It is worth noting that this involves an

inequality:

F

F

F
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In this section we present a progression of multi-sorted partial Lawvere theories
for categories with di↵erent kinds of structure. While our development of partial
Lawvere theories has thus far focused on the single-sorted case, the move to multi-
sorted theories contains no surprises, so we omit the details. The short version
is that props are replaced with coloured props, and the sorting discipline changes
accordingly. The examples that follow are developed incrementally: Each step adds
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must satisfy:
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ex:cats Example 6.3 (Categories). To capture categories we extend Example
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A
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F

F

F


categories

+ monoidal categories, cartesian restriction categories, DCR categories, cartesian categories, cartesian closed categories, …



Plan of the talk

• Universal algebra basics


• Lawvere and cartesian categories


• Props, string diagrams and Fox’s theorem 


• Partial Lawvere theories 


• Variety theorem and ongoing and future work



The Variety Theorem

• DCRC≤ - 2 category of DCR categories, restriction functors, and lax transformations


• Lex - 2-category of small categories with finite limits, functors, and natural 
transformations


• LFP - the 2-category of locally finitely presentable categories, right adjoints preserving 
directed colimits, and adjoint homomorphisms

Partial varieties are exactly the locally finitely presentable categories
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F (f)↵B  ↵AG(f) = Total(↵)AG(f), but since both composites are total this is
an equality, as required. It is easy to see that Total preserves composition and
idenitities for both 1- and 2-cells. We therefore have:

Lemma 7.10. Total : DCRC
s
! Lex is a 2-functor.

We may now introduce the final piece of machinery required for the main result:

thm:lex-split-equiv Theorem 7.11. There is an equivalence of 2-categories

DCRC
s

Lex

Total

'
Par

Proof. After Cockett and Lack 2002, Theorem 3.4. REF! That Total and Par are
2-functors is all we need to show in order to conclude that the more general result
restricts to our setting ⇤
7.5. The Variety Theorem. The promised variety theorem, modelled after The-
orem

thm:lawvereadjunctionthm:lawvereadjunction
2.35, follows easily from the foregoing machinery:

thm:main Theorem 7.12. LFPop
is reflective in DCRC

.

Proof. We compose The 2-adjunctions of Lemma
lem:split-2funlem:split-2fun
?? and Theorem

thm:lex-split-equivthm:lex-split-equiv
?? with the

Gabriel-Ulmer duality to obtain the desired 2-adjunction:

DCRC DCRC
s

Lex LFPop?

SplitR Total

'

Par

Lex(�,Set)

'
LFP(�,Set)

⇤
It may not be immediately clear what this tells us that the category of models

and model morphisms of a particular partial algebraic theory, so let us briefly
discuss. Consider an arbitrary partial algebraic theory X. Par is a split restriction
category, so models of X and models of SplitR(X) coincide since the image of any
restriction idempotent of X already splits in Par. Thus the category of models
of X and model morphisms thereof is DCRC

s
(SplitR(X),Par). Transporting this

across the equivalence of Theorem
thm:lex-split-equivthm:lex-split-equiv
?? yields Lex(Total(SplitR(X)), Set), which is

LFP. Conversely for any LFP category C we know that Par(LFP(C, Set)) is a partial
algebraic theory with C as its category of models. We may conclude that the
categories of models of partial algebraic theories are precisely the LFP categories.

Theorem
thm:mainthm:main
7.3 also characterizes morita-equivalence of partial algebraic theories –

when two theories present the same category of models and models morphisms. To
begin, we record:

cor:restriction-morita Corollary 7.13. Let X and Y be partial algebraic theories. Then X and Y presesnt

the same category of models and model morphisms if and only if SplitR(X) and

SplitR(Y ) are equivalent as categories.

Proof. By inspection of the proof of Theorem
thm:mainthm:main
7.3. ⇤

Remarkably, splitting restriction idempotents in a DCR category is equivalent
to splitting all the idempotents:

Theorem. LFPop is reflective in DCRC≤ 



A string diagrammatic calculus for finite limits

• We can give a string diagrammatic treatment of the category with free 
finite limits on a signature


• We want to capture the total maps after splitting idempotents


• Objects: carved out by some diagram of c 


• Arrows:



Relational theories
• What if we want to take models in Rel, instead of Par or Set?


• Then the right categorical notion is a cartesian bicategory (of relations) of Carboni and 
Walters.


• Aurelio Carboni and RFC Walters, “Cartesian Bicategories I”, JPAA 49:11–32, 1987


• Filippo Bonchi, Dusko Pavlovic, P.S. “Functorial Semantics for Relational Theories” 
https://arxiv.org/abs/1711.08699


• Chad Nester recently proved a variety theoem: the class of varieties is the class of 
definable categories  


• Chad Nester. A Variety Theorem for Relational Universal Algebra, RAMICS 2021 (to 
appear).



Takeaway

• Smooth extension of Lawvere’s functorial semantics methodology to 
partial theories


• The story continues to relational theories 


• In each case (including the classical) string diagrams give us a calculus. 
Ordinary terms only give a satisfactory calculus in the classical case.


