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NLP/AI today



The amazing progress in NLP/AI is due to:
•Huge increase in computational power (multiple GPUs)
•Huge increase in available data (factor 106 since 1997)
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Modern CS deals with some of these using Frege compositionality:

• Increased interpretability, verifiability, safety...

•Composability of different tools/methods...

•Writing modern software without would be impossible!

“meaning of whole := meaning of parts + structure”

For example:

•word-meanings + grammar; software within phone/laptop; mathematics

However:

• This is not how modern machine learning works...

• ...where GOFAI structures have no place.



our prehistory
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grammar algebra

Lambek’s Residuated monoids (1950’s):

b ≤ a( c⇔ a · b ≤ c⇔ a ≤ c� b

Lambek’s Pregroups (2000’s):

a · −1a ≤ 1 ≤ −1a · a
b−1 · b ≤ 1 ≤ b · b−1



grammar algebra

For noun type n, sentence type s,
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grammar algebra

For noun type n, sentence type s, verb type is −1n · s · n−1, so:

n · −1n · s · n−1 · n ≤ s

As a diagram:
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•One knew grammar algebra:

n · −1n · s · n−1 · n ≤ 1 · s · 1 ≤ s

•One knew vector-space NLP:

•One knew categorical QM:





ZX-calculus now used by all major quantum companies



Around 2008 @ Oxford Uni. there were 3 people:
•One knew grammar algebra:

n · −1n · s · n−1 · n ≤ 1 · s · 1 ≤ s

•One knew vector-space NLP:

How can we combine grammar and meaning?



McGill, Montreal, 2004

Hello, I present to you quantum teleportation:



McGill, Montreal, 2004

Hello, I present to you quantum teleportation:

Bob!  
This is grammar!



A new model of language













‘DisCoCat’ then NLP/AI now
Compositionality I interpretable black box
Compositionality II Frege then post-Frege

Universality no yes
Data need much less a lot

Reasoning∗ not yet no
Linguistic structure† yes no

Grammatical overhead yes no
Evolving meanings∗ no no

Sentence space non-canonical no types

∗Subject to refining these notions as we did for compositionality in the paper arXiv:2110.05327
†We mean explicit structure here, not implicit like relativity theory within Ptolemy’s model.



text circuits















COMPOSE!
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Advantages of language circuits:

• evolving meanings

• strips off language-dependent overheads

• interpretable, verifiable, safer, fairer...

• cheaper (GPT-3 needs 12m in electricity to train)

• the best of both worlds: combinable with reasoning





– completeness –
Peter Selinger (2008) ... string diagrams...

Miriam Backens (2012) ... stabiliser restriction...

Amar Hadzihasanovic (2015) ... Z/W (with some restriction)...

Emmanuel Jeandel, Simon Perdrix & Renaud Vilmart (2017) ... Clifford +T...

Amar Hadzihasanovic (2017) ... Z/W (no restriction)...

Kang Feng Ng and Quanlong Wang (2017) ... everything...



‘DisCoCat’ then ‘DisCoCirc’ now NLP/AI now
Compositionality I interpretable interpretable black box
Compositionality II Frege then post-Frege post-Frege

Universality no yes yes
Data need much less much less a lot

Reasoning∗ not yet complete no
Linguistic structure† yes yes no

Grammatical overhead yes no no
Evolving meanings∗ no yes no

Sentence space non-canonical canonical no types
General text no yes not well

∗Subject to refining these notions as we did for compositionality in the paper arXiv:2110.05327
†We mean explicit structure here, not implicit like relativity theory within Ptolemy’s model.



quantum implementations



The grammar/meaning-blend is exponentially expensive!



Do it on a ‘hypothetical’ quantum computer!



— questions —



— answers —





‘DisCoCat’ then ‘DisCoCirc’ now NLP/AI now
Compositionality I interpretable interpretable black box
Compositionality II Frege then post-Frege post-Frege

Universality no yes yes
Data need much less much less a lot

Reasoning∗ not yet complete no
Linguistic structure† yes yes no

Grammatical overhead yes no no
Evolving meanings∗ no yes no

Sentence space non-canonical canonical no types
General text no yes not well

Quantum speed-up Grover not (yet?)

∗Subject to refining these notions as we did for compositionality in the paper arXiv:2110.05327
†We mean explicit structure here, not implicit like relativity theory within Ptolemy’s model.



Do it on existing quantum computers!













Just do it!



Just do it BIGGER!



YOU just do it!



here’s lambeq







code and explanation

blog: https://medium.com/cambridge-quantum-computing/quantum-natural-
language-processing-ii-6b6a44b319b2

technical: https://arxiv.org/abs/2110.04236

GitHub: https://github.com/CQCL/lambeq

New release on its way!



natural language as quantum simulation





language circuit (text2qcirc) chemistry (Hamiltonian)



‘DisCoCat’ then ‘DisCoCirc’ now NLP/AI now
Compositionality I interpretable interpretable black box
Compositionality II Frege then post-Frege post-Frege

Universality no yes yes
Data need much less much less a lot

Reasoning∗ not yet complete no
Linguistic structure† yes yes no

Grammatical overhead yes no no
Evolving meanings∗ no yes no

Sentence space non-canonical canonical no types
Quantum speed-up Grover like simulation not (yet?)

∗Subject to refining these notions as we did for compositionality in the paper arXiv:2110.05327
†We mean explicit structure here, not implicit like relativity theory within Ptolemy’s model.



compositional cognition











Spacetime in language:

• Prepositions in, next to, after, on, etc.

•Many words/phrases/sentences/text meanings.

• Key context for referencing (e.g. pointing) and embodiment.

• The “theatre” of language origin?









• Orpheus chases Eurydice

• Eurydice is Hades



• Orpheus chases Eurydice

• Eurydice is in Hades

=⇒

• Orpheus is in Hades
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• “spatial relations” R ⊆ X × . . . × X

• S ◦ R :=
{
(x, z)

∣∣∣∣ ∃x′ : R(x, y), S (y, z)
}

& S × R :=
{(

(x, y), (z, u)
) ∣∣∣∣ R(x, y), S (z, u)

}

move right :=

8 0Z0Z0Z0Z
7 Z0Z0Z0Z0
6 0Z0Z0Z0Z
5 Z0Z0Z0Z0
4 0Z0Z0Z0Z
3 Z0Z0Z0Z0
2 0Z0Z0Z0Z
1 Z0Z0Z0Z0

a b c d e f g h

king’s moves :=

8 0Z0Z0Z0J
7 Z0Z0Z0Z0
6 0Z0Z0Z0Z
5 Z0J0Z0Z0
4 0Z0Z0Z0Z
3 Z0Z0Z0Z0
2 0Z0Z0Z0Z
1 Z0Z0J0Z0

a b c d e f g h



Monoidal subcategory of Rel:

• × . . . ×

• “spatial relations” R ⊆ X × . . . × X

• S ◦ R :=
{
(x, z)

∣∣∣∣ ∃x′ : R(x, y), S (y, z)
}

& S × R :=
{(

(x, y), (z, u)
) ∣∣∣∣ R(x, y), S (z, u)

}
• next stop := {(Kai Tak, D. H.) , (D. H., Hin Keng) , . . .}

• in-between := {(Kai Tak, D. H., Hin Keng) , . . .}

• my station := {Wu Kai Sha}



Monoidal subcategory of Rel:

• × . . . ×

• “spatial relations” R ⊆ X × . . . × X

• S ◦ R :=
{
(x, z)

∣∣∣∣ ∃x′ : R(x, y), S (y, z)
}

& S × R :=
{(

(x, y), (z, u)
) ∣∣∣∣ R(x, y), S (z, u)

}
• higher than :=

{(
(x, y, z), (x′, y′, z′)

) ∣∣∣∣ z > z′
}

• above :=
{(

(x, y, z), (x′, y′, z′)
) ∣∣∣∣ x = x′ , y = y′ , z > z′

}
• chasesδt>0 :=

{(
(x, y, z, t), (x, y, z, t′)

) ∣∣∣∣ t = t′ + δt
}



{(
(x, x), ∗

) ∣∣∣∣ x ∈ X
}
×

{(
y, y

) ∣∣∣∣ y ∈ Y
}
×

{(
(x, x), ∗

) ∣∣∣∣ x ∈ X
}
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chessboard := (a-h × 1-8) × {p′s moves,R′s moves, . . . ,K′s moves}













what is compositionality?





Frege compositionality in formal linguistics:

Meaning of a whole (cf. sentence) should only depend on meanings
of its parts (cf. words) and how they are fitted together (cf. grammar).



Frege compositionality in formal linguistics:

Meaning of a whole (cf. sentence) should only depend on meanings
of its parts (cf. words) and how they are fitted together (cf. grammar).

There is also Frege’s context principle:

Never ask for word meaning in isolation, but only in the context of a sentence.



These Alice’s get easily disambiguated by context:
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These Alice’s get less easy disambiguated by context:



The ambiguity can also intertwine grammar and meaning:



The ambiguity can also intertwine grammar and meaning:

Respectively:



In quantum the situation is even worse e.g. Bell-state:



Whitehead-compositional process theory diagrams:



A Schrödinger-compositional process diagrams:



A Schrödinger-compositional process diagrams:

A Schrödinger compositional theory is a (generalised) process theory s.t.:

•Composition is non-trivial, i.e. a whole cannot be decomposed meaningfully.

• All ingredients have clear meaningful ontological counterparts in reality.






