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“Language is the core property that 
defines human beings” 

Noam Chomsky 



“Modern human beings process 
information symbolically, 
rearranging mental symbols to 
envision multiple potential realities.  
They also express the ideas they 
form using structured articulate  
language.  No other living creature 
does either of these things.” 

Ian Tattersall 
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Training



The quick brown fox jumps 
over the lazy do…



The quick brown fox jumps 
over the lazy doV



The quick brown fox jumps 
over the lazy dog!



After training…



I went to the grocery store and 
bought … 



I went to the grocery store and 
bought … a can of chickpeas. 



I went to the grocery store and 
bought … some cucumbers. 



I went to the grocery store and 
bought … a new yacht. 



I went to the grocery store and 
bought … aKTyy8@vQ$$q
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Tuesday



Monday —> Tuesday



By Thamizhpparithi Maari - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=39667187





Main Question



Main Question:  How are knowledge and rules 
for reasoning about that knowledge encoded in 
probability distributions of next character 
continuations?
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By Luis García, CC BY-SA 3.0, https://commons.wikimedia.org/w/
index.php?curid=14957766
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One more thing…



Surprising Fact:  The ability to 
continue stories can be learned by 
simple trial and error!



You can’t learn 
how to give birth 
to kittens by a 
trial and error.



U.S. Department of Agriculture Pomological Watercolor 
Collection. Rare and Special Collections, National 
Agricultural Library, Beltsville, MD 20705
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Main Question:  How are knowledge and rules 
for reasoning about that knowledge encoded in 
probability distributions of next character 
continuations?



Dynamic Semantics:   
Meaning is context change potential.





Category Theory



“The mathematical language developed by the end of the 
20th century by far exceeds in its expressive power 
anything, even imaginable, say, before 1960.” 

Misha Gromov





Tai-Danae Bradley 
Yiannis Vlassopoulos
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Yoneda Embedding

Language Category
Semantic Category



Semantic Category:  
Functions (sheaves) on the 
language category.



Semantic Category:  Build 
concepts and do some 
reasoning. 







The kind of reasoning one 
can do internally from text is 
something like: 

categorical logic + 
probabilities.





Why should anyone care?



Quantum Physics



Language is like a 1d system of 
interacting quantum particles
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A quantum physics model for 
language is compatible with a 
categorical perspective for language. 



Practical Benefits!



Tensor networks



Tensor network language 
models have been built.





If transformers prove to have fundamental 
limitations, ideas from quantum physics 
might help get over them.


